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 GRADE represents 
improvement on 
grades following 
exposure to the new 
teaching method PSI  

 GPA and TUCE - 
controlling for 
alternative measures 
of knowledge 
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 Log likelihood is the maximized value of the log likelihood function . 
 Avg. log likelihood is the log likelihood divided by the number of 

observations . 
 Restr. log likelihood is the maximized log likelihood value, when all 

slope coefficients are restricted to zero. Since the constant term is 
included, this specification is equivalent to estimating the unconditional 
mean probability of "success". 

 The LR statistic tests the joint null hypothesis that all slope coefficients 
except the constant are zero. This statistic, which is only reported when 
you include a constant in your specification, is used to test the overall 
significance of the model. The degrees of freedom is one less than the 
number of coefficients in the equation, which is the number of 
restrictions under test. 

 Probability(LR stat) is the p-value of the LR test statistic. Under the null 
hypothesis, the LR test statistic is asymptotically distributed as a 𝜒2 
variable, with degrees of freedom equal to the number of restrictions 
under test.  

 McFadden R-squared is the likelihood ratio index, this is an analog R-
squared of to the reported in linear regression models. It has the 
property that it always lies between zero and one. 
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 Error message "Dependent variable has no variance." This error means 
that there is no variation in the dependent variable .This error most 
often occurs when EViews excludes the entire sample of observations for 
which takes values other than zero or one, leaving too few observations 
for estimation.  

 Error message of the form "[xxxx] perfectly predicts binary response 
[success/failure]", where xxxx is a sample condition. This error occurs 
when one of the regressors contains a separating value for which all of 
the observations with values below the threshold are associated with a 
single binary response, and all of the values above the threshold are 
associated with the alternative response. In this circumstance, the 
method of maximum likelihood breaks down.  

 Error message "Non-positive likelihood value observed for observation 
[xxxx]." This error most commonly arises when the starting values for 
estimation are poor.  

 Error message "Near-singular matrix" indicates that EViews was unable 
to invert the matrix required for iterative estimation. This will occur if 
the model is not identified. It may also occur if the current parameters 
are far from the true values.  
 

www.andriystav.cc.ua 



www.andriystav.cc.ua 



 This view displays a 
frequency and 
cumulative frequency 
table for the 
dependent variable 
in the binary model. 
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 This view displays 
descriptive statistics 
(mean and standard 
deviation) for each 
regressor. The 
descriptive statistics 
are computed for the 
whole sample, as well 
as the sample broken 
down by the value of 
the dependent 
variable. 
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 This view displays tables of correct and incorrect 
classification based on a user specified 
prediction rule, and on expected value 
calculations. It’s necessary to specify a prediction 
cutoff value, lying between zero and one. Each 
observation will be classified as having a 
predicted probability that lies above or below this 
cutoff.  

 After you enter the cutoff value, EViews will 
display four (bordered) tables, each table 
corresponds to a contingency table of the 
predicted response classified against the 
observed dependent variable.  
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 In the left-hand 
table, we classify 
observations as 
having predicted 
probabilities that are 
above or below the 
specified cutoff value 
(here set to the 
default of 0.5).  
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 In the left-hand 
table, we classify 
observations as 
having predicted 
probabilities  

 

that are above or below 
the specified cutoff 
value (here set to the 
default of 0.5).  
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 "Correct" classifications 
are obtained when the 
predicted probability is 
less than or equal to the 
cutoff and the observed 
y=0, or when the 
predicted probability is 
greater than the cutoff 
and the observed y=1.  

 In the example above, 
18 of the Dep=0 
observations and 8 of 
the Dep=1 observations 
are correctly classified 
by the estimated model.  
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 The estimated model 
improves on the Dep=1 
predictions by 72.73 
percentage points, but does 
more poorly on the Dep=0 
predictions (-14.29 
percentage points). Overall, 
the estimated equation is 
15.62 percentage points 
better at predicting responses 
than the constant probability 
model. This change 
represents a 45.45 percent 
improvement over the 65.62 
percent correct prediction of 
the default model. 
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 In the bottom left-
hand table, we 
compute the expected 
number of y=0 and 
y=1 observations in 
the sample, where the 
cumulative distribution 
function is for the 
normal, logistic, or 
extreme value 
distribution.  
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 In the lower right-
hand table, we 
compute the 
expected number of 
and observations for 
a model estimated 
with only a constant. 
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 This view allows you to 
perform Pearson 𝜒2-type tests 
of goodness-of-fit. EViews 
carries out two goodness-of-
fit tests: Hosmer-Lemeshow 
and Andrews.  

 The idea underlying these 
tests is to compare the fitted 
expected values to the actual 
values by group. If these 
differences are "large", we 
reject the model as providing 
an insufficient fit to the data.  

 The tests differ in how the 
observations are grouped and 
in the asymptotic distribution 
of the test statistic. 
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The p-value for the HL test is large while the value for 
the Andrews test statistic is small, providing mixed 
evidence of problems. 
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 Proc/Forecast (Fitted 
Probability/Index)..., 
computes the fitted 
probability or index.  
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GRADEF

Forecast: GRADEF

Actual: GRADE

Forecast sample: 1 32

Included observations: 32

Root Mean Squared Error 0.361190

Mean Absolute Error      0.257987

Mean Abs. Percent Error 12.95082

Theil Inequality Coefficient  0.343928

     Bias Proportion         0.000008

     Variance Proportion  0.201997

     Covariance Proportion  0.797995
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 For the first person (t=1): 

 log[P1] = -2.093086, 

 P1= exp(-2.093086)= 0.123306. 
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GRADEF

Forecast: GRADEF

Actual: GRADE

Forecast sample: 1 32

Included observations: 32

Root Mean Squared Error 0.359869

Mean Absolute Error      0.257802

Mean Abs. Percent Error 12.89010

Theil Inequality Coefficient  0.342578

     Bias Proportion         0.000000

     Variance Proportion  0.205275

     Covariance Proportion  0.794725
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 For the first person (t=1) 

 log[Pi/(1-Pi)] = -3.600734, 

 Pi/(1-Pi)= exp(-3.600734)= 0.027304, 

 Pi= 0.027304/(1+ 0.027304)= 0.026578. 
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 We wish to plot the fitted probabilities of 
GRADE improvement as a function of GPA for 
the two values of PSI, fixing the values of 
other variables at their sample means. 

www.andriystav.cc.ua 



 create a model out of the estimated equation 
by selecting Proc/Make Model from the 
equation toolbar. 
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 Define scenarios in 
the model so that 
calculations are 
performed using the 
desired values 
(Scenarios- Scenario 
Specification -
Scenario 1).  
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 The Scenario Specification dialog allows us to 
define a set of assumptions under which we 
will solve the model.  

 Click on the Overrides tab and enter "GPA PSI 
TUCE". Defining these overrides tells EViews 
to use the values in the series GPA_1, PSI_1, 
and TUCE_1 instead of the original GPA, PSI, 
and TUCE when solving for GRADE under 
Scenario 1.  
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 Having defined the first scenario, we must 
create the series GPA_1, PSI_1 and TUCE_1 in 
our workfile. We wish to use these series to 
evaluate the GRADE probabilities for various 
values of GPA (a grid of values ranging from 2 
to 4), holding TUCE equal to its mean value 
and PSI equal to 0: 
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 Having prepared our data for 
the first scenario, we will 
now use the model object to 
define an alternate scenario 
where PSI=1.  

 Return to the Select Scenario 
tab, select Copy Scenario, 
then select Scenario 1 as the 
Source, and New Scenario as 
the Destination.  

 Then set PSI_2 equal to 1 
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 Solve the model under the two scenarios.  
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 Display the results in group (Object/New 
Object.../Group) for series:  

gpa_1 grade_1 grade_2  
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